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Examining	
  Exams	
  

Ques%ons	
  for	
  today:	
  
	
  
1.  How	
  can	
  the	
  design	
  of	
  an	
  exam	
  affect	
  what	
  it	
  measures?	
  	
  	
  

	
  
2.  How	
  can	
  we	
  tell	
  if	
  an	
  exam	
  has	
  met	
  its	
  goals?	
  	
  

3.  What	
  can	
  we	
  learn	
  from	
  an	
  exam	
  once	
  it's	
  over?	
  
	
  

	
  Other	
  quesAons…?	
  



How	
  can	
  the	
  design	
  of	
  an	
  exam	
  affect	
  what	
  it	
  
measures?	
  	
  	
  

•  Prepara&on	
  
•  Mo0va0on	
  
•  Stress	
  level	
  	
  

–  Due	
  to	
  current	
  exam	
  
–  Due	
  to	
  other	
  demands	
  

•  Health	
  (sleep,	
  ea0ng)	
  
•  Appropriate	
  prac0ce	
  
•  Expecta0ons	
  

•  Maturity	
  
•  Clarity	
  of	
  ques0ons	
  
•  Reading	
  comprehension	
  
•  Time	
  pressure	
  
•  Time	
  management	
  	
  
•  Exam-­‐wri0ng	
  strategy	
  
•  Study	
  strategy	
  
•  Knowledge	
  

Group	
  discussion:	
  What	
  factors	
  affect	
  students’	
  performance	
  
on	
  exams?	
  

Note	
  that	
  only	
  3	
  of	
  the	
  14	
  factors	
  are	
  things	
  that	
  we	
  wish	
  to	
  measure!	
  	
  
Other	
  factors	
  will	
  only	
  cause	
  interference	
  in	
  measuring	
  the	
  3	
  of	
  interest.	
  

Which	
  factors	
  do	
  we	
  wish	
  to	
  measure?	
  	
  Indicated	
  above	
  in	
  Bold	
  



How	
  can	
  the	
  format	
  of	
  an	
  exam	
  affect	
  the	
  result?	
  

75	
  MCQs	
  	
  
(1	
  point	
  each)	
  

Part	
  A:	
  Long	
  answer	
  
1	
  Problem	
  (9	
  points)	
  

Parts	
  B-­‐D:	
  Choice	
  	
  
Choose	
  9	
  of	
  15	
  long-­‐
answer	
  problems	
  
(9	
  points	
  each)	
  

1989	
  Chemistry	
  	
  
AP	
  Test	
  (Full)	
  

75	
  MCQs	
  	
  
(1	
  point	
  each)	
  

2	
  Long	
  Answer	
  
(9	
  points	
  each)	
  

4	
  Choice	
  
problems	
  

Answer	
  4	
  of	
  7	
  
(9	
  points	
  each)	
  

75	
  MCQs	
  	
  
(1	
  point	
  each)	
  

2	
  Long	
  Answer	
  
(9	
  points	
  each)	
  

4	
  Choice	
  
problems	
  

Answer	
  4	
  of	
  7	
  
(9	
  points	
  each)	
  

75	
  MCQs	
  	
  
(1	
  point	
  each)	
  

“Shortened”	
  versions	
  vs.	
  

R	
  Lukhele,	
  D	
  Thissen,	
  and	
  H	
  Wainer.	
  On	
  the	
  Rela%ve	
  Value	
  of	
  Mul%ple-­‐Choice,	
  Constructed	
  
Response,	
  and	
  Examinee-­‐Selected	
  Items	
  on	
  Two	
  Achievement	
  Tests.	
  Journal	
  of	
  EducaAonal	
  
Measurement,	
  V.	
  31,	
  N.	
  3,	
  pp.	
  234-­‐250	
  (1994).	
  

Lukhele	
  et	
  al.	
  compared	
  scores	
  
achieved	
  by	
  grading	
  the	
  enAre	
  AP	
  
exam	
  with	
  those	
  acieved	
  by	
  
grading	
  only	
  a	
  subset	
  of	
  the	
  exam	
  
quesAons	
  (“shortened”	
  versions).	
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FIGURE 2. A comparison of the standard errors of estimate of proficiency for two versions 
of the AP chemistry test. It shows that the marginal gain in precision obtained by adding two 
constructed response items to the multiple-choice section is modest 

items). How much information is obtained from 16 multiple-choice items as com- 
pared to one constructed response item? Shown in Figure 3 is a plot of the informa- 
tion from Problem 1 and from the first 16 multiple-choice items. The multiple- 
choice items provide more information, in the same amount of testing time, at all 
proficiency levels. Overall, the multiple-choice items provide more than twice the 
information that the constructed response items do. Examining the entire test (and 
freely applying the Spearman-Brown prophesy formula), we found that a 75-minute 
multiple-choice test is as reliable as a 185-minute test built of constructed response 
questions. Both kinds of items are measuring essentially the same construct 
(Thissen, Wainer, & Wang, 1993), and the constructed response items cost about 
300 times more to score (Wainer & Thissen, 1993). It would appear, based on this 
limited sample of questions, that there is no good measurement reason for including 
constructed response items. 

We next fit Test 84. We made the untestable (and perhaps unlikely) assumption 
that the items not answered could be treated as ignorable and estimated proficien- 
cies on this test. We found that there was very little additional information con- 
tained in the four additional constructed response items added to test 77 (shown in 
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Lukhele, Thissen, and Wainer 
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FIGURE 4. A comparison of the standard errors of estimate of proficiency for two versions 
of the chemistry test with (84) and without (77) the choice items. Even under optimistic 
equating assumptions, at the selection points of interest, the choice items provide little 
additional precision 

for the Test 77. In addition, we found that scoring choice (as opposed to scoring the 
responses themselves!) yielded standard errors nearly as small as were obtained for 
Test 84; see Figure 5. Test 79 does not require the questionable assumptions 
needed to score Test 84, nor does it require the costly use of experts to score those 
items. In fact, it doesn't even require that the examinees use up valuable testing 
time to answer the items-only that the examinees indicate which items they would 
answer, if they were to respond. 

The Advanced Placement United States History Test 

The 1988 AP US history test is made up of two parts. Section I consists of 100 
multiple-choice questions. 75 minutes are allowed for its completion, and perfor- 
mance on it contributes 50% of the total grade. Section II consists of two essays, 
and 105 minutes are allotted for it. The first essay is required for all examinees. The 
topic for the second essay is chosen by the examinee from among five possibilities. 
Each essay contributes 25% toward the examinee's final score. 82,842 students 
took this exam. 
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MCQs	
  only	
  (!)	
  vs.	
  	
  
MCQs	
  +	
  2	
  long-­‐answer	
  ques%ons	
  (	
  	
  	
  )	
  

MCQs	
  +	
  2	
  long-­‐answer	
  ques%ons	
  (!)	
  vs.	
  
MCQs	
  +	
  2	
  LA	
  ques%ons	
  +	
  4	
  choice	
  Qs	
  (	
  	
  	
  )	
  

The	
  mulAple	
  choice	
  secAon	
  was	
  actually	
  a	
  very	
  good	
  predictor	
  of	
  students’	
  overall	
  
exam	
  score.	
  	
  	
  Adding	
  constructed-­‐response	
  and	
  choice	
  items	
  made	
  only	
  small	
  
differences	
  in	
  grades,	
  but	
  added	
  significantly	
  to	
  the	
  exam	
  length	
  (TIME).	
  

Standard	
  error:	
  difference	
  between	
  the	
  full	
  exam	
  grade	
  and	
  a	
  grade	
  based	
  on	
  a	
  shortened	
  version.	
  

How	
  can	
  the	
  format	
  of	
  an	
  exam	
  affect	
  the	
  result?	
  

Lukhele	
  et	
  al.	
  



Question 1 
Ca CL ate tne max m m  we gnt of SO, that COL a oe proaLceo 

from 1.9 mo of oxygen and excess SL f ~ r .  
2s + 30, + 2S08 

Question 2 
The equation for a reaction is 25 + 302 -, 250,. Consider 

the mixture of sulfur (0) and O2 ( co ) in a closed container as 
illustrated below: 

Which of the following represents the product mixture? 

Question 3 
The atomic number of the element magnesium is 12, and its 

molar mass is 24.3 olmol. The mass numbers of its three natural 
tsitipes ire 24. 2<ano 26. Wn ch of lne following statements 
is xv!recl? (C<rcle the appropr ale leners.) 

a. The three isotopes have the same chemical properties. 
b. The three isotopes have the same nuclear charge. 
'c. The mass number of the most abundant isotope is 26. 
d. A poltion of the nuclei of all magnesium atoms contain 

14 neutrons. 
'e. Ail elements have two or more natural isotopes. 

Example of each type of question. 

which these questions were used included chemistry 
courses for 

science (but not necessarily ehemistly) 
and engineering majors 
nanscience majors 
presewice scienceteachers 

The universities can he described a s  a liberal arts uni- 
versity, a n  engineering university, and a comprehensive 
sciencelen~ineerine universitv. The data were collected in  " - 
the 1992-1993 academic year, and the research population 
consisted of 66, 48, and 576 students a t  Haifa-Oranim, 
Technion Haifa, and Purdue University. The figure illus- 
trates each type of question: algorithmic (Ql), conceptual 
(Q2), and LOCS (63). 

The corresponding student responses were categorized 
and scored a s  correct (1) or incorrect (0). Statistical analy- 
ses included 

a chi-square test of the differences of the performance means 
(0-1) within and across the universities on the respective 
questions 
nonparametric chi-square correlation tests between the per- 
formances on each pair of questions (i.e., QUQ3, Q2lQ3, and 
QVQZ) 

The results with respect to the HOCS questions a s  well as 
the analysisldiscussion of the interviews with the students 
conducted a t  the Israeli universities will be presented and 
discussed in a forthcoming paper.. 

Results and Discussion 
Means 

Table 1 reveals differences between the means of student 
achievement on the three categories in each of the univer- 
sities studied. 

Table 1. Means of Student Performance 
on Exam Questions 1-3 

University N Mean Scores 

Question 1 Question 3 Question 2 
Algorithmic LOCS Conceptual 

Haifa 66 0.88 0.77 0.74 
Technion 48 0.98 0.77 0.71 
Purdue 576 0.71a 0.4@ 0.30a 
Weighted 0.75 0.51 0.37 
Mean 

'Significantat p <  0.01 based on chi-square test. 

The highest scores were for the algorithmic questions, 
suggesting that students in both countries were proficient 
in  using algorithm to solve exercises. The lowest scores 
were for the conceptual questions, whereas values for the 
LOCS questions fell between the two extremes, but tended 
to be closer to the algorithmic ones. The differences be- 
tween the means of the students a t  Purdue were signifi- 
cant, and so were the differences between the means of 
each question between the American and the Israeli uni- 
versities (p < 0.05, based on Fishers exact test). 

A Pattern of Independence 
Interestingly, this general pattern is maintained even 

when the majority of the students were chemistry or sci- 
eucelengineering majors (Technion and Purdue). These 
majors might account for the overall higher performance 
on the algorithmic question (Ql). However, the consistent 
pattern of performance a t  the three universities, a s  shown 
in  Table 1, suggests more valid and generalizable conclu- 
sions. . Success an algorithmic questions on exams does not imply 

success on conceptual questions. 
.Success on algorithmic questions does not imply success 

even on LOCS questions. 

Indeed, these conclusions are supported by the results of 
the correlation tests: None of the questions pairs (QllQ3, 
Q2lQ3, and QlIQ21, except QlIQ2 for Purdue, were found 
to correlate significantly (p > 0.05), as shown in Table 2. In  
other words, success on any question type is not a predictor 
of success on any other question type. 

Consequences for Assessing Student Learning 
These conclusions are also supported by previous works 

which suggest tha t  success in  solving algorithmic test 
problems does not mean conceptual understanding in  
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How	
  can	
  the	
  type	
  of	
  thinking	
  required	
  affect	
  the	
  result?	
  

1.  Calculate	
  the	
  maximum	
  weight	
  of	
  SO3	
  that	
  could	
  be	
  
produced	
  from	
  1.9	
  mol	
  of	
  oxygen	
  and	
  excess	
  sulfur.	
  

2.  The	
  equaAon	
  for	
  a	
  reacAon	
  is:	
  
2	
  S	
  +	
  3	
  O2	
  à	
  2	
  SO3	
  	
  

Consider	
  the	
  mixture	
  of	
  sulfur	
  
(☐)	
  and	
  O2	
  (∞)	
  in	
  a	
  closed	
  
container	
  illustrated	
  at	
  right.	
  	
  

Which	
  of	
  the	
  following	
  (a-­‐e)	
  
represents	
  the	
  product	
  
mixture?	
  

71%	
  
	
  
	
  
	
  
46%	
  

Based	
  on	
  546	
  students	
  at	
  Purdue	
  University	
  
	
  
Zoller	
  et	
  al.	
  Success	
  on	
  algorithmic	
  and	
  LOCS	
  vs.	
  conceptual	
  
chemistry	
  exam	
  quesAons.	
  J.	
  Chem.	
  Ed.,	
  1995	
  



Group	
  discussion	
  of	
  exam	
  GOALS:	
  
•  Differen0ated	
  between	
  levels	
  of	
  ability	
  

–  Subject	
  mastery	
  
–  Applica0on	
  of	
  learning	
  material	
  

•  Perceived	
  by	
  students	
  as	
  a	
  fair	
  representa0on	
  of	
  achievement	
  
•  Reflects	
  the	
  skills	
  &	
  topics	
  emphasized	
  in	
  the	
  course	
  
•  Reveals	
  misconcep0ons	
  
•  Feedback	
  to	
  students	
  
•  Prepare	
  students	
  for	
  subsequent	
  course,	
  let	
  the	
  faculty	
  make	
  a	
  

judgment	
  about	
  whether	
  they’re	
  ready	
  
•  Encourage/mo0vate	
  students	
  to	
  study	
  	
  
•  Covers	
  aspects	
  from	
  the	
  whole	
  course,	
  emphasize	
  importance	
  

How	
  can	
  we	
  tell	
  if	
  an	
  exam	
  has	
  met	
  its	
  goals?	
  



Two	
  useful	
  metrics	
  to	
  assess	
  your	
  
quesAons:	
  

•  Difficulty:	
  	
  Look	
  at	
  the	
  average	
  
score	
  for	
  each	
  quesAon	
  –	
  any	
  
surprises?	
  

•  Discrimina%on:	
  	
  How	
  well	
  does	
  
the	
  score	
  on	
  an	
  individual	
  
quesAon	
  (item)	
  correspond	
  to	
  
performance	
  on	
  the	
  exam?	
  
–  Simple:	
  Calculate	
  quesAon	
  
score	
  for	
  each	
  quarAle	
  

–  More	
  complicated:	
  Item	
  
analysis	
  staAsAcs	
  

How	
  can	
  we	
  tell	
  if	
  an	
  exam	
  has	
  met	
  its	
  
goals?	
  

Score	
  on	
  exam	
  
Fr
ac
%o

n	
  
co
rr
ec
t	
  o

n	
  
qu

es
%o

n	
  

Above:	
  	
  Three	
  quesAons	
  with	
  differing	
  
discriminaAon	
  paCerns.	
  

Susan	
  Eaves	
  &	
  Bradley	
  Erford.	
  	
  The	
  Purpose	
  of	
  Item	
  Analysis	
  
hCp://www.educaAon.com/reference/arAcle/item-­‐analysis/	
  



For	
  quesAons	
  with	
  low	
  achievement,	
  or	
  
undesirable	
  discriminaAon,	
  consider	
  
difficulty	
  of:	
  

•  Interpreta%on:	
  Is	
  interpretaAon	
  a	
  goal	
  
for	
  the	
  quesAon?	
  	
  If	
  not,	
  simplify.	
  

•  Transfer:	
  new	
  contexts,	
  new	
  ways	
  of	
  
using	
  concepts?	
  

•  Level	
  of	
  cogni%ve	
  (thinking)	
  skills:	
  
–  Compare	
  exam	
  quesAons	
  with	
  

Learning	
  Goals	
  and	
  pracAce	
  
materials	
  	
  

–  Does	
  a	
  quesAon	
  require	
  integraAon	
  
of	
  2	
  or	
  more	
  concepts?	
  

How	
  can	
  we	
  tell	
  if	
  an	
  exam	
  has	
  met	
  its	
  
goals?	
  

Synthesis	
  &	
  Evalua%on	
  

Analysis	
  

Applica%on	
  

Comprehension	
  

Knowledge	
  

Higher-­‐order	
  cogni%ve	
  skills	
  

Lower-­‐order	
  cogni%ve	
  skills	
  

Bloom’s	
  Taxonomy,	
  1956	
  



Q1. Are students reproducing something (explanations, definitions, graphs, etc.) that they  
have seen or heard in course material?  

Yes – Go to Q2. 
No – Go to Q4. 

 

  
Q2. To answer the question, are students repeating 
nearly exactly what they have heard or seen in class 
materials (including lecture, textbook, lab, homework, 
clicker, etc.)? 

Yes → SEE RECALL 

No – Go to Q3. 
  

Q3. Are students demonstrating a conceptual 
understanding by putting the answer in their own 
words, matching examples to concepts, representing   
a concept in a new form (words to graph, etc.), etc.? 

Yes → SEE  
COMPREHENSION 

No – GO BACK to Q1.  If you are sure the answer to Q1 is yes, the question  
should fit into RECALL or COMPREHENSION. 

 

Determining	
  the	
  cogniAve	
  level	
  of	
  exam	
  quesAons:	
  
Tools	
  available	
  

J.	
  Casagrand	
  &	
  K.	
  Semsar	
  (UC	
  Boulder).	
  Don’t	
  have	
  a	
  pre-­‐post	
  test,	
  use	
  a	
  Bloom’s	
  rubric!	
  The	
  
development	
  and	
  validaAon	
  of	
  a	
  rubric	
  for	
  “blooming”	
  assessments	
  to	
  measure	
  student	
  learning.	
  	
  

hCp://www.colorado.edu/sei/documents/publicaAons/IPHY/Blooms-­‐rubric.pdf	
  



Concepts	
  &	
  Skills	
  requiring	
  addi%onal	
  focus	
  or	
  prac%ce:	
  

•  QuesAon-­‐by-­‐quesAon	
  performance	
  

•  Student	
  responses	
  to	
  open-­‐ended	
  quesAons	
  
–  Errors	
  of	
  quesAon	
  interpretaAon	
  
–  Errors	
  in	
  reasoning	
  
– MisconcepAons	
  

	
  

What	
  can	
  we	
  learn	
  from	
  an	
  exam	
  once	
  it’s	
  
over?	
  	
  	
  



Notes	
  for	
  designing	
  future	
  exams:	
  
•  Test	
  equa%ng:	
  reuse	
  subset	
  of	
  quesAons	
  to	
  compare	
  student	
  

performance	
  year-­‐to-­‐year	
  
•  Item	
  design:	
  	
  

–  Improve	
  quesAons	
  with	
  that	
  don’t	
  meet	
  goals	
  for	
  difficulty	
  
or	
  discriminaAon	
  

–  Structure	
  future	
  quesAons	
  to	
  capture	
  different	
  stages	
  of	
  
progression	
  towards	
  expert-­‐like	
  thinking	
  

•  Ease	
  of	
  Marking:	
  can	
  the	
  quesAon	
  be	
  reformaCed	
  to	
  reduce	
  
ambiguity	
  or	
  save	
  Ame?	
  

What	
  can	
  we	
  learn	
  from	
  an	
  exam	
  once	
  it’s	
  
over?	
  	
  	
  



Resources	
  

CWSEI	
  website:	
  hCp://www.cwsei.ubc.ca/resources/index.html	
  
•  “Assessments	
  that	
  support	
  student	
  learning”	
  2-­‐pager	
  
•  “Course	
  alignment”	
  2-­‐pager	
  
	
  
How	
  to	
  prepare	
  beger	
  mul%ple-­‐choice	
  test	
  items	
  (Handbook)	
  
hCp://tesAng.byu.edu/info/handbooks/beCeritems.pdf	
  
	
  
“Blooming”	
  tool	
  for	
  evaluaAng	
  cogniAve	
  level	
  of	
  exam	
  
quesAons:	
  Janet	
  Casagrand	
  and	
  Katharine	
  Semsar	
  (UC	
  Boulder)	
  	
  
•  hCp://www.colorado.edu/sei/documents/publicaAons/IPHY/

Blooms-­‐rubric.pdf	
  
	
  


